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Abstract— Zero-shot learning aims to recognize objects which
do not appear in the training dataset. Previous prevalent
mapping-based zero-shot learning methods suffer from the pro-
jection domain shift problem due to the lack of image classes in
the training stage. In order to alleviate the projection domain
shift problem, a deep unbiased embedding transfer (DUET)
model is proposed in this paper. The DUET model is composed
of a deep embedding transfer (DET) module and an unseen
visual feature generation (UVG) module. In the DET module,
a novel combined embedding transfer net which integrates the
complementary merits of the linear and nonlinear embedding
mapping functions is proposed to connect the visual space
and semantic space. What’s more, the end-to-end joint training
process is implemented to train the visual feature extractor and
the combined embedding transfer net simultaneously. In the UVG
module, a visual feature generator trained with a conditional
generative adversarial framework is used to synthesize the visual
features of the unseen classes to ease the disturbance of the
projection domain shift problem. Furthermore, a quantitative
index, namely the score of resistance on domain shift (ScoreRDS),
is proposed to evaluate different models regarding their resis-
tance capability on the projection domain shift problem. The
experiments on five zero-shot learning benchmarks verify the
effectiveness of the proposed DUET model. As demonstrated by
the qualitative and quantitative analysis, the unseen class visual
feature generation, the combined embedding transfer net and
the end-to-end joint training process all contribute to alleviating
projection domain shift in zero-shot learning.

Index Terms— Zero-shot learning, image classification, pro-
jection domain shift, convolutional neural network, generative
adversarial network.
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I. INTRODUCTION

MAGE classification methods have developed rapidly in

the past decade with the progress of convolutional neural
networks (CNN5s) [1]-[4]. Despite their outstanding capability,
a significant limitation of CNN models is that they highly
rely on large-scale datasets, such as the ImageNet dataset [5],
for better training parameters. In contrast, human beings
can recognize image objects with more variations than what
they have seen. Moreover, human beings can even recognize
the objects they have just heard or read but never seen
before.

Researchers try to endow the image classification models
with the capability to recognize objects beyond the datasets.
Lampert ef al. [6] introduce the zero-shot learning (ZSL)
problem, where the training image classes (so-called seen
classes) are disjoint with the test image classes (so-called
unseen classes). The target of ZSL is to design a model that
can recognize object categories which do not appear in the
training dataset.

Recently, researchers have paid much attention to the
problem of ZSL [7]-[16]. Particularly, the mapping-based
methods [8], [9], [11], [13], [17], [18], which learn a mapping
function to project the image samples from visual space to
semantic space, become popular. Nevertheless, these methods
suffer from the projection domain shift problem [19]. The
schematic illustration of this problem is shown in Figure 1.
The ZSL models learn a mapping function on the data of
seen classes. Then the mapping function is used to project
the unseen class images from visual space to semantic space.
As shown in Figure 1(A), an ideal unbiased mapping function
should force the projected image samples of both seen and
unseen classes surround their own semantic features also
termed prototypes of the image classes. However, the train-
ing classes and test classes are disjoint in the ZSL task,
so that the learned mapping function which is unbiased for
training classes may produce somewhat derivations for the
projected image samples from the semantic features when
applied on the test classes, as shown in Figure 1(B). Specif-
ically, the problem is that the mapped image samples of
unseen classes will get biased from their prototypes when
applying the mapping function learned on seen classes. Thus,
the projection domain shift problem is the main challenge
of zero-shot classification, which often leads to poor perfor-
mance when applying a biased mapping function on unseen
classes.
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Fig. 1. The schematic illustration of the projection domain shift problem.

In this paper, we propose a deep unbiased embedding
transfer (DUET) model for zero-shot image classification. The
DUET model is designed to learn an unbiased embedding
mapping to alleviate the projection domain shift problem. The
DUET model consists of two modules: the deep embedding
transfer module and the unseen visual feature generation
module. The deep embedding transfer (DET) module consists
of a CNN-based visual feature extractor and a combined
embedding transfer net. Instead of the separated training
manner in the previous work [8], [9], [11], [17], [18], [20],
the DET module jointly trains the CNN feature extractor and
the embedding transfer net in an end-to-end pipeline. The
end-to-end joint training makes the CNN feature extractor
and the embedding transfer net promote each other. Due
to the ease of optimization and the promising performance,
the linear mapping function is prevalent in the existing ZSL
methods [8], [11], [13], [17], [18]. Meanwhile, the nonlinear
model has better generalization capability which is important
for the zero-shot learning task. Here the combined embed-
ding transfer net is proposed to integrate the advantages of
linear and nonlinear mapping functions. The unseen visual
feature generation (UVG) module based on the Wasserstein
generative adversarial network with gradient penalty (WGAN-
GP) [21] is implemented to synthesize the visual features
of unseen classes. With the training of both the synthesized
unseen class visual features and the extracted seen class
visual features, an unbiased embedding transfer net can be
obtained. Different from previous ZSL methods with gen-
erative models [20], [22], [23], the proposed DUET model
uses the synthesized visual features of unseen classes to
obtain an unbiased embedding mapping between the visual and
semantic spaces, instead of training the off-the-shelf classifiers
directly.

The framework of the proposed DUET model is shown
in Figure 2. Here, the training process is divided into three
phases. In Phase I, the DET module is trained. In Phase II,
the UVG module learns to generate visual features based on
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the semantic features. In Phase III, the visual feature generator
(G-Net) trained by the UVG module is used to generate visual
features of unseen classes and retrain the combined embedding
transfer net.

Besides the DUET model, in order to quantitatively demon-
strate the effectiveness of the model on projection domain
shift, a novel index, namely the score of resistance on domain
shift (ScoreRDS), is proposed. Our qualitative and quantitative
evaluations verify the end-to-end joint training, the combined
embedding transfer net and the synthesized visual features
all contribute to alleviating the impact of the domain shift
problem.

The contributions of this paper can be summarized in four-
fold:

o This paper proposes a deep unbiased embedding trans-
fer (DUET) model to alleviate the projection domain
shift problem and promote the classification capability
for zero-shot learning. In the DUET model, the deep
embedding transfer (DET) module trains the visual fea-
ture extractor and the embedding transfer net jointly
in an end-to-end manner. The unseen visual feature
generation (UVG) module is designed to synthesize the
visual features of unseen classes to obtain an unbiased
embedding mapping.

o This paper proposes a combined embedding transfer net
for the embedding mapping process in the model. It asso-
ciates the advantages of linear and nonlinear mapping
functions. The combined embedding transfer net is easy
to optimize. Meanwhile, it has better generalization abil-
ity compared to the simple linear mapping net. As shown
in the experimental results, the combined embedding
transfer net endows the DUET model better capability
to handle the projection domain shift problem with better
classification accuracy.

o This paper proposes a novel quantitative index, the score
of resistance on domain shift (ScoreRDS), to evaluate the
effectiveness of the ZSL model on the projection domain
shift problem. Besides the qualitative analysis, ScoreRDS
can provide quantitative evaluations over different zero-
shot learning models.

« Extensive experiments over five ZSL datasets, includ-
ing AwA [6], AwA2 [12], CUB [24], aPY [25] and
LAD [26], are conducted to validate the effectiveness of
the proposed methods. Compared to state-of-the-art ZSL
methods, the superior performance of the DUET model
can be achieved. Furthermore, the qualitative and quanti-
tative ablation studies demonstrate that the proposed end-
to-end joint training, the combined embedding transfer
net and the synthesized visual features all contribute
to alleviating the projection domain shift problem of
ZSL.

This paper is organized as follows. In Section II, related
studies of zero-shot learning and generative adversarial net are
introduced. Section III and Section IV describe the proposed
DUET model and the ScoreRDS index in detail. Section V and
Section VI show the implementation details and experimental
results of the model. Finally, Section VII concludes the paper
with the future prospect of zero-shot learning.
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The framework of the deep unbiased embedding transfer (DUET) model. The training process is divided into three phases. In Phase I, the deep

embedding transfer (DET) module is trained. In Phase II, the unseen visual feature generation (UVG) module learns to generate visual features based on the
semantic features. In Phase III, the trained G-Net of the UVG module is used to generate visual features of unseen classes to retrain the combined embedding

transfer net.

II. RELATED WORK
A. Zero-Shot Learning

Zero-shot learning has drawn lots of attention in recent
years. Some studies put forward the models that combine the
training classes to synthesize the test classes, termed hybrid
models [7], [10], [27]. A more popular trend, termed mapping-
based models [8], [9], [11], [13], [17], [18], attempts to learn
an embedding mapping function to correlate the visual space
and the semantic space. In the semantic space, the category
of a test sample is decided by the distance between the image
sample and the semantic prototype.

The deep visual-semantic embedding (DeViSE) model [8]
is a representative mapping-based method. It trains a map-
ping matrix by optimizing a hinge ranking loss function.
In the attribute label embedding (ALE) model [11], a bi-linear
mapping function is learned between different embeddings
using a ranking objective function. In the structured joint
embedding (SJE) model [17], the mapping function is learned
by optimizing the loss function based on the unregularized
structured support vector machine (SVM). The embarrassingly
simple approach to zero-shot learning (ESZSL) [18] learns a
linear mapping matrix through a square loss with three spe-
cially designed regularizers. Socher et al. put forward a cross-
modal transfer (CMT) model [9] using a two-layer neural

network to learn a nonlinear mapping function. In particular,
Morgado and Vasconcelos [13] make an effort to learn the
mapping function with the widespread end-to-end training
style in the semantically consistent regularization (SCoRe)
model. The SCoRe model trains the mapping matrix as a layer
in the CNN classification pipeline and implements semantic
constraints to supervise attribute and category classification
for zero-shot learning.

The aforementioned methods can be divided into two cat-
egories depending on the type of the embedding mapping
function. DeViSE [8], ALE [11], SJE [17], ESZSL [18] and
SCoRe [13] are linear models. On the other hand, CMT [9] is
a nonlinear model.

B. Generalized Zero-Shot Learning

In the task setting of zero-shot learning, the test samples
are from the unseen classes and the classification label space
just includes the labels from unseen classes. A more realistic
setting of ZSL is proposed in [28], which is termed generalized
zero-shot learning (GZSL). In GZSL, the test samples come
from both seen classes and unseen classes. Naturally, the label
space includes not only unseen class labels, but also seen
class labels. The schematic illustration of ZSL and GZSL is
shown in Figure 3. In [12], the authors further evaluate the
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performance of different ZSL models on the task setting of
GZSL. The harmonic mean of accuracies on seen and unseen
classes is proposed as the evaluation criteria of GZSL [12].
In this paper, we report the performance of the proposed
DUET model on the task settings of both ZSL and GZSL.

C. Generative Adversarial Nets for ZSL

Goodfellow et al. [29] propose the Generative Adver-
sarial Net (GAN) in which the generator can be used to
generate instances for specific tasks. However, the original
GAN has some shortcomings that restrict its application, e.g.,
the difficulties of training, the lack of varieties of gener-
ated samples and the poor directivity of the loss function
of the generator and the discriminator. To overcome these
shortcomings, Wasserstein GAN (WGAN) [30] is proposed
to use Wasserstein distance for optimization. However, the
1-Lipschitz constraint of Wasserstein distance is approximated
by the weight clipping operation in practice. It leads to
optimization difficulties. Further, Gulrajani et al. put forward
the Wasserstein GAN with gradient penalty (WGAN-GP) [21]
which contributes to a much more stable training of the model.

The current development of GAN methods provides a new
approach to zero-shot learning. Several studies [20], [22], [23]
have been proposed to address the ZSL task using the GAN
models. Bucher et al. [22] propose to use auxiliary classifier
GAN (AC-GAN) [31] to synthesize visual representations
for unseen classes. Then the generated visual representa-
tions are used to train the classifier in the same way with
supervised learning. In the generative adversarial approach
for ZSL (GAZSL) [23], the authors propose to use visual
pivots to constrain the training of the generator in GAN.
Recently, Xian er al. [20] put forward the f-CLSWGAN
model to train WGAN-GP with an auxiliary classification loss.
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The schematic illustration of zero-shot learning(ZSL) and generalized zero-shot learning (GZSL).

The classification loss is used to reinforce the discrimina-
tive ability of the generated features. Similar to [22], [23],
f-CLSWGAN trains a softmax classifier with the generated
samples that turns the ZSL task into a supervised learning
task.

With the synthesized data of unseen classes to train the
ZSL models, the problem of projection domain shift can be
alleviated to some degree. However, these methods utilize
GAN to transform the ZSL task to supervised classification
by training off-the-shelf classifiers with the generated unseen
visual features directly. What’s more, the training processes of
GAN and the classifiers are separated from each other, which
will influence the ZSL classification capability. Different from
them, the UVG module in the proposed DUET model uses
the generated visual features to train the combined embedding
transfer net to connect the visual and semantic spaces. The
training process maintains an end-to-end pipeline rather than
the separated training manner. With the training of both the
generated unseen class visual features and the extracted seen
class visual features, an unbiased embedding transfer net can
be obtained for the ZSL task.

III. METHODOLOGY

Similar to the aforementioned mapping-based methods,
the DUET model utilizes an embedding mapping function
to connect the visual embedding space and the semantic
embedding space. Formally,

F(x,y; W) = (Wix,y) = x' Wy, (1)

where x is the CNN visual representation of the image x
and y is the semantic feature of the image category y. The
inner product (-) is the operation to calculate the compatibility
score between x and y. W is the mapping matrix to be
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obtained. Under the task setting of ZSL, W is trained by
the seen class data {Xy,)s}. Then the model is tested on
the unseen class data {X),,),}. X and ) indicate the sets
of visual and semantic representations of the image classes
respectively. The subscripts s and u denote the seen and unseen
classes respectively. Meanwhile, the model is tested on both
the unseen class data {X},, ), } and the seen class data { X}, )}
under the task setting of GZSL. According to the problem
definition of ZSL, the training categories and test categories
are disjoint, i.e., Yy N Y, = &.

A. Deep Embedding Transfer (DET)

The DET module is one of the backbones in the proposed
DUET model. It is designed to train the proper visual feature
extractor and the embedding transfer net for zero-shot learning.

1) End-to-End Joint Training Process: Most previous ZSL
methods [8], [9], [11], [17], [18] use a fixed visual feature
extractor, such as the CNN model pre-trained on the ImageNet
dataset. Then the training of embedding mapping function is
separate from the image feature extraction, which is subopti-
mal for zero-shot classification.

In this paper, an end-to-end deep embedding transfer mod-
ule is proposed to train the visual feature extractor and the
embedding transfer net simultaneously. Compared to the fixed
visual feature extractor, the joint training process contributes to
extract better visual features for the specific ZSL task. What’s
more, the visual feature extractor and the embedding transfer
net can promote each other in the training stage.

The framework of the DET module is shown in the Phase I
part of Figure 2. The DET module is based on a CNN
image classification network which is responsible to extract
the visual features of input images. Then the visual features go
through the combined embedding transfer net, after which the
visual features are mapped into the semantic embedding space.
In the semantic embedding space, the inner product is used to
calculate the compatibility score between the image samples
and the semantic features of the classes, i.e., the prototypes
of the classes, in the form of Equation (1). The DET module
is trained by the supervision of a cross-entropy loss function
with softmax activation. Formally,

exp(x. Wyt
> exp(xi T Wyl)

where N is the number of training samples and C; is the
number of seen classes. c(i) indicates the category of the
image sample X;.

2) Combined Embedding Transfer Net: Regarding embed-
ding transfer, most of the previous zero-shot learning models
use either linear [8], [11], [13], [17], [18] or nonlinear [9]
methods according to the type of the embedding mapping
function. Due to the convenience of optimization, most pre-
vious methods are based on the linear mapping function.
However, the nonlinear mapping function can fit a larger
embedding space and maintain more information during the
embedding transfer process. Meanwhile, the nonlinearity can
bring better generalization capability to the model.
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To integrate the superiority of both linear and nonlinear
mapping functions, a novel combined embedding transfer net
is proposed in the DUET model. In the combined embed-
ding transfer net, the linear and nonlinear mappings are
performed separately. Then the embedding transfer results are
summarized to represent the image samples in the semantic
embedding space. Formally,

W = aW_iinear + (1 — 0)Wnoniinear » (3)

where a € [0, 1] is the hyperparameter to control the balance
of the two mapping functions.

The framework of the combined embedding transfer net is
shown in Figure 4. The linear mapping of the net is achieved
by a fully connected layer (FC layer). The nonlinear mapping
is composed of two FC layers with Leaky ReLU nonlinear
activations.

Actually, with the mapping matrix W learned in the DET
module, the zero-shot classification can be implemented con-
veniently. However, due to the lack of the unseen image classes
in the training stage, the learned W is biased and suffers from
the projection domain shift problem. Thus, the UVG module
is proposed to deal with the problem.

B. Unseen Visual Feature Generation (UVG)

The UVG module is another backbone of the DUET model.
This module is adopted to generate image features of unseen
categories, which is used to adjust the embedding mapping
for an unbiased projection. The UVG module is based on
the WGAN-GP method due to its favorable characteristics on
model training and feature generation.

The framework of the UVG module is shown in the Phase II
part of Figure 2. The UVG module contains a generator
(G-Net) and a discriminator (D-Net). The G-Net is trained
to generate visual features with convincing similarity to real
visual features. The D-Net is trained to discriminate whether
the visual features are real or not. We adopt the conditional
version WGAN-GP method by cascading the visual feature
x and semantic feature y as the input of the D-Net. For the
G-Net, the input is the semantic feature y concatenated with a
Gaussian noise z. The Gaussian noise is used to increase the
distribution variance of the generated features.
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The loss function of the discriminator is as follows.

»CD-Net == E[D(Cat(is, ys))] - E[D(CG[(XS, ys))]
FAE[(|Vz D(cat &, ys)l2 — D] (4)

X; = G(cat(ys, z)) is the generated visual features on the basis
of the corresponding semantic feature of a seen class y;. D(-)
and G(-) are the operations of D-Net and G-Net respectively.
cat(-) represents the concatenation operation. The third term
in Equation (4) is the gradient penalty of WGAN-GP and 4
is the coefficient. X = ex; + (1 — €)X, where ¢ ~ U[0, 1],
indicates that X is sampled randomly from the connection line
between X, and X;.

Besides the WGAN-GP loss of the generator, the UVG
module also applies a cross-entropy classification loss for
the G-Net. The classification loss can enforce the generator
to synthesize the visual features which are separable in the
embedding space and suitable for the combined embedding
transfer net. Formally,
exp(®; Wys )
> expxi Wyl

5)

where X; still indicates the synthesized visual features of the
seen class from G-Net. o is the coefficient of the classification
loss and N is the number of generated features.

After the UVG module is trained on the seen classes, the
G-Net is able to generate the visual features according to the
semantic features of the corresponding classes. Afterwards,
the G-Net is taken out from the UVG module to generate
the visual features of unseen classes, i.e., X, independently
as demonstrated in Phase III of Figure 2. The generated
visual features of unseen classes are adopted to retrain the
combined embedding transfer net. The process is guided by
the classification loss function as follows.

N
. o
La-ve=—ELD(cat (&, ys)}-= > log
i

exp(x, Wy

> exp(x,TWyi)
where X, = G(cat(y,, z)) is the generated visual features of
unseen classes. M indicates the number of features and C,
indicates the number of unseen classes.

Since the embedding transfer net is trained with both the
seen class visual features x; and the generated unseen class

visual features X,,, the projection domain shift problem can be
alleviated effectively.

| M
Lcrsz? = U Zlog (6)
;

C. Zero-Shot Classification

Following the training of the DUET model, the zero-shot
classification is carried out on the images of unseen classes
under the task setting of ZSL. For a test image of unseen
classes, x,, the visual feature x, is extracted by the DET
module. Afterwards, x,, is mapped to the semantic embedding
space by the combined embedding transfer net. Then the inner
product is calculated to determine the classification result of
x,. Formally,

f(xy) = arg max(WTxu, Yu)- @)

Yu€Vu
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Under the task setting of GZSL, the classification is carried
out with the test images come from both seen classes and
unseen classes. The classification label space contains all the
image categories in the dataset. Formally,

f(x) = argmax (W'x, y). ®)
yeVsU
In this paper, we evaluate the proposed DUET model under
the task settings of both ZSL. and GZSL.

IV. SCORE OF RESISTANCE ON DOMAIN
SHIFT (SCORERDS)

Zero-shot learning methods suffer from the projection
domain shift problem inherently. Because the images of unseen
classes do not appear in the training stage, the mapped unseen
image samples will get biased from its class prototype in the
test stage. The resistance capability of the model to the projec-
tion domain shift problem determines the model’s performance
on ZSL. Previous work usually demonstrates the model’s
capability on the projection domain shift problem indirectly
by the zero-shot classification performance or qualitative visu-
alization [32]-[34], which lacks a quantitative measure. Here
we propose a novel index, the score of resistance on domain
shift (ScoreRDS), to evaluate the model quantitatively.

The proposed ScoreRDS is based on the distance between
the mapped image samples and the class prototypes in the
semantic embedding space. As shown in Figure 1, the mapped
image samples of seen classes will surround their own proto-
types, but the samples of unseen classes will get biased from
their prototypes in the practical ZSL situation.

When evaluating the model’s capability to resist the projec-
tion domain shift problem, the mapped unseen class samples
should be close to their own prototypes if the model can
handle the projection domain shift problem sufficiently. As
illustrated in Figure 5, we calculate the mean of the mapped
features of a class, i.e., the center of gravity (CG) of the
features, in the semantic space. Then the distance between
the CG and the prototype of the class can be obtained.
In Figure 5, the seen class and the unseen class are marked
in blue and red respectively. The mapped image sample,
the prototype and the CG of features are marked as dot,
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pentacle and triangle respectively. The distance from the CG to
the prototype of a seen class and an unseen class is tagged as
dseen and dypseen respectively. Because different ZSL models
will generate different data distributions in the semantic space,
the magnitude of dgeen and dy,geen from different models
may vary drastically. Consequently, it is unreasonable to just
compare the dyseen to determine models’ resistant capability
on domain shift. In another perspective, one model should have
the same order of magnitude on one dataset for both ds.., and
dynseen. Therefore, we can use the distance of seen classes
as the standard to evaluate the magnitude of the distance of
unseen classes. In another word, dynseen/dseen can be used
as the criteria to evaluate whether the model could map the
unseen class samples to their prototypes as close as seen
classes, i.e., could handle the projection domain shift problem
properly.

According to the above analysis, we define the ScoreRDS
index as follows. First of all, the distance from the CG of
mapped features to the prototype of image class o, i.e., Dist,,
is calculated as follows.

1 n
Dist, = ;ZWTxok — Yol », 0€ Vs Uy, )
k=1 2

where n is the number of the image samples of class o.

We define the ScoreRDS as the quotient of the average
distance between the unseen class CGs and their prototypes
and the average distance between the seen class CGs and their
prototypes in the semantic space. Formally,

Z’;’l‘"sa’” Disrp/munseen

ScoreRDS = -
Z:;lseen DLSIq/mseen

’ pEyua q6y39
(10)

where my,5een and mgeon, are the numbers of unseen and seen
classes respectively.

As to different ZSL models, the smaller ScoreRDS indicates
that the unseen class image samples are closer to their own
class prototypes in the semantic embedding space compared
to the model’s performance on seen classes. Thus, a smaller
ScoreRDS indicates the better capability of the model to
resist the projection domain shift problem. But we should
also notice that, the proposed ScoreRDS only considers the
data distributions of image samples in the semantic embedding
space. The performance of ScoreRDS can only evaluate the
model’s ability on alleviating the projection domain shift
problem. It can not indicate the model’s ability of zero-shot
classification directly.

V. DATASETS AND IMPLEMENTATION DETAILS
A. Datasets

In this paper, five zero-shot learning benchmarks are used to
test the proposed DUET model. The statistics of the datasets
are summarized in Table I.

o Animals with Attributes (AwA): The AwA dataset [6]
contains 30,475 animal images of 50 classes with attribute
annotations. Usually, 40 classes of the images are used for
training and 10 classes are used for test. But in the stan-
dard split, 6 of 10 test classes are among the 1,000 classes

o Animals With
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TABLE I
STATISTIC INFORMATION OF ZSL DATASETS

Prototype Class Numbers

Dataset  Instances Dimensions (Seen/Unseen)

AwA 30,475 85 40/10
AwA2 37,322 85 40/10
CUB 11,788 312 150/50
aPY 15,399 64 20/12
LAD 78,017 359 184/46

in the ImageNet dataset which is often used to pre-train
the CNN based visual feature extractor. In other words,
using the standard class split and the CNN model pre-
trained on ImageNet simultaneously will violate the task
setting of ZSL. In this paper, the experiments of both ZSL
task and GZSL task follow the new class split proposed
by Xian et al. [12] which avoids the setting violation
problem. The 85-dimension continuous attribute features
are used as the semantic features.

Attributes 2 (AwA2): The
AwA?2 dataset [12] is proposed in the same class
structure and attribute annotations as the AwA dataset.
It contains 37,322 new images to avoid the copyright
resistance of the AwA dataset. In the experiments,
the same class split and attribute features as AwWA are
used for the AwA?2 dataset.

Caltech-UCSD  Birds-200-2011 (CUB): The CUB
dataset [24] is a fine-grained image classification dataset
with 200 bird classes. It contains 11,788 images and
312-dimension attribute annotations. 150 classes are
used as the seen classes and the remaining 50 classes
are used as the unseen classes. The proposed class split
in [12] is used in this paper. The continuous class-level
attribute features are used as semantic features of
classes.

o A-Pascal and a-Yahoo (aPY): The aPY dataset [25]

contains 20 categories of images from the Pascal VOC
2008 dataset and 12 categories of images from the
Yahoo image search. It contains 15,399 images with 64-
dimension attribute annotations. The original data split of
the aPY dataset also violates the task setting of ZSL. The
class split in [12] is used for the experiments of ZSL and
GZSL in this paper.

Large-Scale Attribute Dataset (LAD): The LAD
dataset [26] is a recently proposed large-scale attribute
dataset with 78,017 images and 359-dimension attribute
annotations. It contains 230 image categories which
are divided into five different super-classes. The super-
classes include animals, fruits, vehicles, electronics and
hairstyles. The experiments should be implemented on
every super-class respectively. What’s more, the LAD
dataset provides five different seen/unseen class
splits which all should be tested in the experiments.
We should notice that the provided class splits do
not guarantee that there is no overlap between the
unseen classes and the 1,000 classes of the ImageNet
dataset.
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Fig. 6. Network structure of the UVG module. The input and output feature
dimensions are marked on the left and right side of the FC Layer blocks.
“IE-Dim”, “SE-Dim” and “N-Dim” indicate the dimensions of visual features,
semantic features and Gaussian noise respectively.

B. Implementation Details

1) Visual Feature Extractor of DET: The CNN visual
feature extractor is based on the ResNet-101 [4] model in
the proposed DUET model for a fair comparison with the
previous work. The parameters in the model is pre-trained on
the ImageNet dataset with 1,000 image categories. The 2048-
dimensional visual features before the fully connected layer
are used as the visual embedding representation. The images
are resized to 224 x 224 as the inputs for all the five datasets.

2) Network Structure of UVG: The UVG module is
composed of the generator (G-Net) and the discriminator
(D-Net). The D-Net in the UVG module is a multilayer
perceptron (MLP) with three FC layers. The Leaky ReLU
layers are used as the nonlinear activations. In order to expand
the generation space, we design a deeper MLP which has four
FC layers as the G-Net. Similarly, three Leaky ReLU layers are
implemented between the FC layers as nonlinear activations.
Since the output features of G-Net should be non-negative,
the same as the visual features extracted by the DET module,
a ReLU layer is used as the final activation. Intuitively,
the networks of D-Net and G-Net are shown in Figure 6.

3) Experimental — Parameters: In the experiments,
the dimension of the Gaussian noise z is set as 50 for
the AwA, AwA2 and aPY datasets. Meanwhile, z is set as
300-dimension for the CUB and LAD dataset. All the noise
features are sampled from the Gaussian distribution A/(0, 0.1).
In the training process of the UVG module, the G-Net is
trained for 1 iteration after the D-Net is trained for every
5 iterations. In all experiments, we set the hyperparameter
o = 0.5 in Equation (3). For the coefficient of the gradient
penalty in Equation (4), we set A = 10 which is the common
setting of the WGAN-GP method. The coefficient of the cross
entropy classification loss, o, is set as 1 in Equation (5) for
all the experiments.

4) Evaluation Criteria: The multi-way classification accu-
racy, i.e., the average per-class top-1 classification accuracy
is used for all the five datasets for the task setting of ZSL.
For the task setting of GZSL, the multi-way classification
accuracy results on seen classes and unseen classes, i.e., Acc
and Acc,, are reported respectively. Besides the accuracy
results, the harmonic mean H is used to evaluate whether the
model could achieve satisfactory performance on both seen
and unseen classes. Formally,

_ 2% Accg * Accy,

(11)
Accs + Acey
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TABLE 1I
QUANTITATIVE COMPARISONS OF AVERAGE PER-CLASS ZSL
CLASSIFICATION ACCURACY (%)
Method AwA AwA2 CUB aPY LAD
DAP (2009) [6] 44.1 46.1 40.0 338 -
IAP (2009) [6] 35.9 35.9 240 36.6 -
ConSE (2013) [7] 45.6 44.5 343 269 314
DeViSE (2013) [8] 54.2 59.7 52.0 398 -
CMT (2013) [9] 39.5 37.9 346  28.0 -
ESZSL (2015) [18] 58.2 58.6 539 383 396
SJE (2015) [17] 65.6 61.9 539 329 499
SSE (2015) [35] 60.1 61.0 439 340 -
SynC (2016) [10] 54.0 46.6 55.6 239 480
ALE (2016) [11] 59.9 62.5 549 397 -
LatEm (2016) [36] 55.1 55.8 493 352 497
PSRZSL (2018) [37] - 63.8 56.0 384 -
DeViSE* (2018) 66.9 - 60.3 - -
ESZSL* (2018) 63.9 - 54.7 - -
SJE* (2018) 66.9 - 58.4 - -
ALE* (2018) 68.2 - 61.5 - -
LatEm* (2018) 69.9 - 60.8 - -
f-CLSWGAN (2018) [20] 68.2 - 57.3 - -
SE-ZSL (2018) [38] 69.5 69.2 59.6 - -
DET (Ours) 69.5 67.8 69.0 406 54.1
DUET (Ours) 71.7 72.6 724 419 58.6

* indicates that the model is strengthened with the f-CLSWGAN method
[20].

VI. EXPERIMENTAL RESULTS
A. Comparisons With the State-of-the-Art Methods on ZSL

The quantitative comparisons of the proposed DUET model
with the state-of-the-art methods on the task setting of ZSL are
presented in Table II. The table is separated into three parts.
In the upper part (from DAP [6] to PSRZSL [37]), we show the
performance of the classic ZSL methods. For the convenience
of description, we call them classic methods for short. In the
middle part (form DeViSE* to SE-ZSL [38]), the performance
of methods which use generative models to synthesize visual
features of unseen classes is manifested. Similarly, we call
these methods the generative methods. The lower part shows
the performance of the proposed DUET model.

In order to avoid violating the task configuration of ZSL,
the newly proposed class splits in [12] are implemented on
AwA, AwA2, CUB and aPY datasets. The five class splits
provided by [26] are used for LAD dataset. We should
notice that the unseen classes of LAD have overlaps with
the 1,000 classes of the ImageNet dataset. The experimental
results of AwA, AwA2, CUB and aPY datasets, from DAP [6]
to LatEm [36], are provided by [12] since the authors have
tested previous ZSL methods on the new class split with the
ResNet-101 [4] visual features. The experimental results of
LAD dataset are provided by [26], in which the authors also
use the ResNet model to extract visual features. The recently
published PSRZSL [37] uses the ResNet-101 model and is
tested on the new class split. As to the generative method, f-
CLSWGAN [20] trains the generator in the WGAN-GP model
to generate visual features of unseen classes. Then the gener-
ated visual features are used to train a linear softmax classifier,
which turns the ZSL task into a supervised learning style.
In f-CLSWGAN, the authors also use the learned generator
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TABLE III
QUANTITATIVE EXPERIMENTAL RESULTS OF LAD DATASET

Super-class

Method Animals  Fruits  Vehicles  Electronics  Hairstyles Average
ConSE (2013) [7] 36.9 29.8 375 28.3 24.6 314
ESZSL (2015) [18] 50.2 37.2 45.8 32.8 31.8 39.6

SJE (2015) [17] 61.9 46.4 63.0 39.5 38.5 39.6
SynC (2016) [10] 61.6 514 54.9 43.0 29.1 48.0
LatEm (2016) [36] 63.9 44.2 60.9 40.7 38.5 49.7

DET (Ours) 69.4 50.1 66.1 44.6 40.0 54.1
DUET (Ours) 73.6 554 70.3 47.3 46.6 58.6

to enhance several classic methods. These models are trained
with both the seen class images and the generated unseen class
visual features. We demonstrate the enhanced performance of
these methods with the indications of asterisk(*). Instead of
using the GAN model, the recent SE-ZSL method [38] is
built on a variational autoencoder. Similar to f-CLSWGAN,
the generated image examples of SE-ZSL are also used to
train the off-the-shelf classifier. For the evaluation of the AwA
dataset, the SE-ZSL model utilizes the VGG-19 [2] visual
features. On the AwA?2 and CUB datasets, the SE-ZSL model
uses ResNet visual features.

In the bottom part of Table II, the zero-shot classification
results of the DET module and the whole DUET model
are provided. For a fair comparison with previous methods,
we also utilize the ResNet-101 CNN visual feature extractor
in the DUET model.

As we can see from Table II, the performance of the DET
module already surpasses the performance of all the previous
classic methods on all the five datasets. What’s more, the DET
module also performs much better than all the generative
methods on the CUB dataset (69.0% of DET to 61.5% of
ALE*). On the AwA dataset, the DET module also attains the
similar performance (69.5% of DET to 69.9% of LatEm*).
The promising performance of the DET module suggests the
important effect of the combined embedding transfer net and
the end-to-end joint training process for the visual feature
extractor and the embedding mapping function. In contrast,
all the classic and generative methods in Table II use the
fixed image extractor which lacks the feature adaptation for the
specific ZSL tasks. Moreover, these methods just use singular
linear or nonlinear mapping functions.

The performance of the whole DUET model achieves
further improvements than DET’s as demonstrated (2.2% on
AwA, 4.8% on AwA2, 3.4% on CUB, 1.3% on aPY and 4.5%
on LAD). The visual features of unseen classes generated by
the UVG module contribute a lot to the alleviation of the
projection domain shift problem.

According to the guidance of the LAD dataset [26], the ZSL
models should be evaluated on each super-class separately.
What’s more, the experiments should be implemented on
five different class splits and the average accuracy should be
reported as the zero-shot classification result of the specific
super-class. In Table II, we present the average accuracy of all
super-classes as the general performance on LAD. In Table III,
the experimental results of every super-class are demonstrated.

As presented in Table III, the performance of the LAD
dataset is promoted by the proposed DUET model with a
large margin. Since the visual feature extractors of all models
in Table III are pre-trained on the ImageNet dataset which
contains nearly 400 animal classes and more than 50 vehicle
classes, the proper visual features can be extracted for the
Animals and Vehicles super-classes. The models achieve rela-
tively high performance on these two super-classes. The DET
module achieves much better performance than the classic
models on four super-classes (Animals, Vehicles, Electronics
and Hairstyles), which demonstrates the superiority of the
combined embedding transfer net and the end-to-end joint
training. The entire DUET model achieves further improve-
ment on the basis of the DET module. As to the Hairstyles
super-class, the ImageNet dataset does not contain any visu-
ally or semantically similar image classes. Therefore, we can
consider it as the most difficult super-class for zero-shot clas-
sification in the LAD dataset. On the Hairstyles super-class,
the DUET model achieves the most significant improvement
based on the DET module (6.6%). The improvement shows
that the UVG module has effective generalization capability
even for the difficult classes.

B. Comparisons With the State-of-the-Art Methods on GZSL

The quantitative comparisons of the proposed DUET model
with the state-of-the-art methods on the task setting of GZSL
are demonstrated in Table IV. Because the LAD dataset does
not provide the class split for GZSL task, the remaining
four datasets are used for the comparisons. The table is
also separated into three parts as Table II. Compared to the
classification accuracy on seen classes and unseen classes,
i.e., Accy and Accy, the harmonic mean H is a more important
criteria for GZSL, because we want to achieve a high accuracy
on both seen and unseen classes in the task of GZSL. Only
when Accg and Acc, are high simultaneously, we can get a
satisfying value of H.

As shown in Table IV, the proposed DUET model achieves
considerable promotion than the state-of-the-art methods on
the harmonic mean H (0.7 % on AwA, 0.6 % on AwA2,
3.4 % on CUB and 9.9 % on aPY). It can be observed that
all the generative methods perform much better than classic
methods on the H value. This phenomenon indicates that the
synthesized visual features of unseen classes are extremely
important and useful for ZSL and GZSL methods. As to the
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TABLE IV
QUANTITATIVE COMPARISONS OF AVERAGE PER-CLASS GZSL CLASSIFICATION ACCURACY (%)

Method AwA AwA2 CUB aPY
Accy Accg H Accy Accy H Accy Accy H Accy Accy H
DAP (2009) [6] 0.0 88.7 0.0 0.0 84.7 0.0 1.7 67.9 33 4.8 78.3 9.0
IAP (2009) [6] 2.1 78.2 4.1 0.9 87.6 1.8 0.2 72.8 0.4 5.7 65.6 10.4
ConSE (2013) [7] 0.4 88.6 0.8 0.5 90.6 1.0 4.6 72.2 3.1 0.0 91.2 0.0
DeViSE (2013) [8] 134 68.7 224 17.1 74.7 27.8 23.8 53.0 32.8 4.9 76.9 9.2
CMT (2013) [9] 0.9 87.6 1.8 0.5 90.0 1.0 7.2 49.8 12.6 1.4 85.2 2.8
ESZSL (2015) [18] 6.6 75.6 12.1 5.9 77.8 11.0 12.6 63.8 21.0 24 70.1 4.6
SJE (2015) [17] 11.3 74.6 19.6 8.0 73.9 14.4 23.5 59.2 33.6 3.7 55.7 6.9
SSE (2015) [35] 7.0 80.5 12.9 8.1 82.5 14.8 8.5 46.9 14.4 0.2 78.9 0.4
SynC (2016) [10] 8.9 87.3 16.2 10.0 90.5 18.0 11.5 70.9 19.8 7.4 66.3 13.3
ALE (2016) [11] 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 344 4.6 73.7 8.7
LatEm (2016) [36] 7.3 71.7 13.3 11.5 77.3 20.0 15.2 57.3 24.0 0.1 73.0 0.2
PSRZSL (2018) [37] - - - 20.7 73.8 32.3 24.6 54.3 33.9 13.5 51.4 21.4
DeViSE* (2018) 35.0 62.8 45.0 - - - 52.2 424 46.7 - - -
ESZSL* (2018) 31.1 72.8 43.6 - - - 36.8 50.9 432 - - -
SJE* (2018) 37.9 70.1 49.2 - - - 48.1 37.4 42.1 - - -
ALE* (2018) 47.6 57.2 52.0 - - - 40.2 59.3 47.9 - - -
LatEm* (2018) 33.0 61.5 43.0 - - - 53.6 39.2 453 - - -
f-CLSWGAN (2018) [20] 57.9 61.4 59.6 - - - 43.7 57.7 49.7 - - -
SE-ZSL (2018) [38] 56.3 67.8 61.5 58.3 68.1 62.8 41.5 53.3 46.7 - - -
DUET (Ours) 47.5 90.1 62.2 48.2 90.2 63.4 39.7 80.1 53.1 21.8 55.6 313

* indicates that the model is strengthened with the f~CLSWGAN method [20].

TABLE V
EFFECTS OF THE COMBINED EMBEDDING TRANSFER
NET ON ZSL CLASSIFICATION (%)

Mapping Function AwA2 CUB
pping DET DUET DET DUET
Linear 67.0 70.8 67.6 70.1
Nonlinear 404 678 600 664
Combined 678 726 690 724

performance of the DUET model, the classification accuracy
on seen classes is much better than the accuracy on unseen
classes. The reason is that although the combined embedding
transfer net is trained with seen class visual features and
synthesized unseen class visual features, the CNN visual
feature extractor in the DET module is still just trained with the
seen class images. Therefore, the performance on seen classes
is much better than the performance on unseen classes. It is
also the direction to further improve the DUET model.

C. Effects of the Combined Embedding Transfer Net

In order to quantitatively evaluate the contribution of the
proposed combined embedding transfer net in the DUET
model, we evaluate the model with the linear, nonlinear and
the combined embedding mapping functions respectively on
the AwA?2 and the CUB datasets. In the experiments, one FC
layer is used to represent the linear mapping function. As to
the nonlinear mapping function, two FC layers and Leaky
ReLU nonlinear activations are implemented. The combined
embedding mapping function is realized with the proposed
combined embedding transfer net, as shown in Figure 4.

As demonstrated in Table V, the combined mapping func-
tion achieves the best performance in both DET module
and DUET model on the AwA2 and the CUB datasets.

The performance of the linear mapping function is close to the
proposed combined mapping function. The close performance
indicates that the linear mapping function is relatively easy
to optimize and achieve promising ZSL classification results.
This is also a reason that most of the previous mapping-
based ZSL methods choose the linear mapping function to
connect the visual and semantic embedding space. Compared
to the linear mapping function, the performance of DET with
nonlinear mapping function is much inferior. The phenomenon
denotes it is hard for the nonlinear mapping function to infer
unseen classes with the learning of seen classes. But when the
UVG module is implemented in the model, the performance
gets promotion rapidly (27.4% on AwA2 and 6.4% on CUB).
The performance gets close to the linear mapping function.
The promotion illustrates that the nonlinear mapping function
has huge information capacity and can learn visual knowledge
from the generated unseen class visual features effectively.
It is in compliance with the awareness that the nonlinear
model has better capability of learning and generalization.
As to the combined embedding mapping function, the per-
formance improvements from the DET module to the whole
DUET model (4.8% on AwA2 and 3.4% on CUB) are larger
than the improvements of linear mapping function (3.8% on
AwA?2 and 2.5% on CUB). It also demonstrates the effect of
the nonlinearity for learning from the synthesized unseen class
features and knowledge generalization.

Consequently, the combined embedding transfer net can
associate the superiority of linear and nonlinear embedding
mapping functions. On one hand, the combined embedding
transfer net is easy to get convergence and obtain the promis-
ing performance. On the other hand, it can closely cooperate
with generative models with better generalization capability
and keep more knowledge during the embedding transfer
process. When the generated unseen class visual features are
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Fig. 7.

introduced into the training process, the combined embedding
transfer net learns more information details and obtains better
ZSL classification performance.

D. Ablation Studies of DUET on the Projection
Domain Shift Problem

In this section, we demonstrate the effect of the proposed
DUET model on alleviating the projection domain shift prob-
lem by qualitative visualization and quantitative ScoreRDS
evaluation. As introduced, there are two backbones, i.e., the
DET module and the UVG module in the DUET model. There
are three key points in the two backbones. The first one is the
unseen class visual feature generation in the UVG module.
The second one is the combined embedding transfer net in
the DET module. Last but not the least, the end-to-end joint
training process in the DET module is the third key point of
the DUET model. The qualitative and quantitative analysis of
every key point’s effects on domain shift will explain why
the DUET model achieves the performance better than the
state-of-the-art methods. For the convenience of description,
the four model variants are proposed as follows.

Variant A The DUET model without the UVG module,
i.e., the DET module.

Variant B The DUET model without the end-to-end joint
training process.

Variant C The DUET model with only the linear mapping
function in the embedding transfer process.

(B) DUET (w/o end-to-end joint training process)
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Qualitative analysis of the DUET model on alleviating projection domain shift.

Variant D The DUET model with only the nonlinear map-
ping function in the embedding transfer process.

Model variants A — D are implemented to compare with the
intact DUET model respectively.

1) Qualitative Visualization: The projection domain shift
problem is that the mapped visual samples are biased from
their corresponding class prototypes in the semantic embed-
ding space. In Figure 7, we demonstrate the effect of the
DUET model on alleviating the domain shift problem qualita-
tively. In order to make the demonstration clear, three unseen
classes of the AWA2 dataset, sheep, rat and dolphin, are used
for the visualization. The attribute features of the classes are
used as the prototypes in the semantic embedding space. The
image samples are mapped into the semantic embedding space
by the four model variants of the DUET model and the model
itself.

The visualization results of the variant models are shown
in Figure 7 (A) — (D) respectively. The result of the whole
DUET model is shown in Figure 7 (E). The principal com-
ponents analysis (PCA) [39] is used for dimension reduc-
tion. The black pentacles represent the prototypes of the
classes. The label name of the class is marked beside the
pentacle. The mapped image samples are marked by crosses
of different colors.

As shown in the figure, the mapping results of classes rat
and dolphin with the model variants A — D clearly derivate
from the class prototypes, where the prototypes are all located
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TABLE VI
SCORERDS AND ZSL CLASSIFICATION ACCURACY (%) ON AWA2 AND CUB

Model AwA2 CUB
ScoreRDS ~ Acc  ScoreRDS  Acc
Variant A (DET, w/o UVG) 0.854 67.8 1.029 69.0
Variant B (w/o joint training process) 0.913 68.1 1.058 62.0
Variant C (linear mapping function) 0.831 69.0 0.993 70.1
Variant D (nonlinear mapping function) 0.882 67.8 1.024 66.4
DUET model 0.800 72.6 0.981 72.4

on the edge of the image sample clusters of the corresponding
image classes. As to the class sheep, the variant D performs
better than the other model variants. As to the proposed DUET
model (Figure 7 (E)), the projection domain shift problem is
alleviated significantly, where the class prototypes of classes
rat and dolphin are situated close to the center of each image
sample cluster. And the mapping result of class sheep is also
better than model variants A, B and C.

2) Quantitative ScoreRDS Evaluation: Besides the qualita-
tive visualization, the quantitative evaluation with the proposed
ScoreRDS is implemented in this section. As demonstrated,
the ScoreRDS is proposed to evaluate the effect of the
model on alleviating the projection domain shift problem.
The smaller ScoreRDS indicates the model has superior capa-
bility on alleviating domain shift than others. In Table VI,
the ScoreRDS performance of the DUET model and its four
variants on the AwA2 and CUB datasets is presented. For
the convenience of reference, the ZSL classification accuracy
of the DUET model and its four variants is also presented
in Table VI.

As demonstrated in Table VI, the proposed DUET model
achieves the lowest ScoreRDS on both the AwA2 and CUB
datasets, which indicates that the DUET model has the supe-
rior capability to alleviate the domain shift problem than
other model variants. It confirms that all the three key points
in the DUET model contribute to reduce the effects of the
projection domain shift problem. On both the AwA2 and
the CUB datasets, the variant B achieves the highest score
which implies that the end-to-end joint training process for
the visual feature extractor and the embedding transfer net
plays the most important role in the DUET model for the
domain shift problem. According to the results in Table VI,
the three key points arranged in a descending order of the
importance for alleviating the domain shift problem are the
joint training process, the combined embedding transfer net
and the UVG module on the AwA2 dataset. On the CUB
dataset, the order is the joint training process, the UVG module
and the combined embedding transfer net. If we focus on
the combined embedding transfer net, i.e., the performance of
variant C and variant D in Table VI, the results reveal that the
linear mapping function contributes more than the nonlinear
mapping function for the projection domain shift problem
on the two datasets. From the table, we also find that the
classification accuracy is approximately inversely proportional
to the ScoreRDS, which also indicates the rationality and
validity of the proposed DUET model for alleviating the
projection domain shift problem.

By the quantitative analysis of ScoreRDS, we prove that all
the key points of the DUET model are effective to alleviating
the projection domain shift problem.

VII. CONCLUSION

In this paper, a deep unbiased embedding transfer (DUET)
model is proposed for the zero-shot learning task. The DUET
model is composed of the deep embedding transfer (DET)
module and the unseen visual feature generation (UVG)
module. In the DET module, a novel combined embedding
transfer net is proposed. Besides that, an end-to-end joint
training process is implemented to train the CNN visual feature
extractor and the embedding transfer net simultaneously. In the
UVG module, synthesized visual features of unseen classes
are generated to ease the projection domain shift problem of
the zero-shot learning task. After the training of the DUET
model, an unbiased embedding transfer can be obtained for
the ZSL task. What’s more, the ScoreRDS is proposed to
quantitatively evaluate the model’s effect on the projection
domain shift problem. By the evaluation, all the key points
in the proposed model contribute to alleviating the projection
domain shift problem. The proposed DUET model achieves
the state-of-the-art performance over five zero-shot learning
benchmarks.

In the DUET model, the linear and nonlinear mapping
functions are combined in a simple manner. More network
structures of the combined embedding transfer net will be
explored in the future work.
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